CO²RBFN for short-term forecasting of the extra virgin olive oil price in the Spanish market


Abstract. This paper presents the adaptation of CO²RBFN, an evolutionary cooperative-competitive hybrid algorithm for the design of Radial Basis Function Networks, for short-term forecasting of the price of extra virgin olive oil. In the proposed cooperative-competitive environment, each individual represents a Radial Basis Function, and the entire population is responsible for the final solution. In order to calculate the application probability of the evolutive operators over a certain Radial Basis Function, a Fuzzy Rule Based System has been used.

The olive oil time series have been analyzed using CO²RBFN. The results obtained have been compared with Auto-Regressive Integrated Moving Average (ARIMA) models and other data mining methods such as a fuzzy system developed with a GA-P algorithm, a multilayer perceptron trained with a conjugate gradient algorithm, and a radial basis function network trained using an LMS algorithm. The experimentation shows the high efficiency achieved by these methods, especially the data mining methods, which have slightly outperformed the ARIMA methodology.

1. Introduction

Olive oil is an oily juice obtained from the olive, a traditional tree crop of the Mediterranean region. Quality olive oil is obtained from fresh fruit, avoiding any treatment which, during extraction or storage, alters the chemical properties of its components. Both the International Oil Council and the EU regulation define Virgin Olive Oil as a product made from 100% olives (no additives, colorants, flavorings, or any other foreign matter allowed). Extra-virgin olive oil comes from cold pressing of the olives, contains no more than 0.8% acidity, and is judged to have a superior taste.

Olive oil has become an important business sector in a continuously expanding market. Spain is the first olive oil producing country in the world with an average annual production of 700,000–800,000 tons. Jaén is the most productive province of Spain, with an average annual harvest of 400,000–500,000 tons. Spain is also the first exporting country in the world, with annual average exports in the last 10 years of more than 300,000 tons. The agents involved in this sector are interested in the use of forecasting methods for the olive price. This is especially important in the official Market for the negotiation of futures contracts for olive oil (http://www.mfao.es): a society whose objective is to negotiate an appropriate price for the olive oil at the moment it is to be sold at a fixed time in the future. In this context, an accurate prediction of this price in the future could increase the global benefits.

In this context, the data provided for the design of the prediction system are the weekly extra-virgin olive oil prices obtained from Poolred, an initiative of the
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Foundation for the Promotion and Development of the Olive and Olive Oil located in Jaén, Spain. The data are a set of regular time-ordered observations of a quantitative characteristic of an individual phenomenon taken at successive periods or points of time, called time series. The problems in which the data are not independent but also have a temporal relationship are called time series forecasting problems.

Time series forecasting is an active research area and a typical paradigm for evaluating it are statistic models [16], such as ARIMA, and data mining methods. At the beginning of the 1970s the analysis of time series by means of Auto-Regressive Integrated Moving Average (ARIMA) methods [5], was a small revolution. These well-known techniques generate statistical forecasting models under the assumption of linearity among variables. Data mining is a research area concerned with extracting non-trivial information contained in a database, and has also been applied to time series forecasting. Among data mining techniques, mainly neural networks [9,19,37,44] and fuzzy rule based systems [3, 23,25,29,48] have been applied to this kind of problem.

In this paper, a hybrid cooperative-competitive evolutionary method for the design of RBFNs, CO²RBFN is adapted to solving time series forecasting problems. The results obtained using CO²RBFN are also compared with ARIMA methodology and other hybrid intelligent systems methods such as a Fuzzy System developed with a GA-P algorithm (FuzzyGAP), a MultiLayer Perceptron Network trained using a Conjugate Gradient learning algorithm (MLPConjGrad), and a classical design method for Radial Basis Function Network learning (RBFNLMS).

This paper is organized as follows: Section 2 discusses generalities about time series forecasting, describes the classical ARIMA method and reviews the RBFN design for forecasting problems. In Section 3 the extension of CO²RBFN to time series forecasting is presented. The study and results obtained for the forecast methods are detailed in Section 4. In Section 5, conclusions and future works are outlined.

2. Preliminaries

2.1. Time series forecasting

A time series is a set of regular time-ordered observations of a quantitative characteristic of an individual or collective phenomenon taken at successive and in most cases equidistant, periods / points of time. The goal of any basic forecasting method is to predict an outcome from a set of past values.

The reasons for the study of time series are very diverse:

- the need to predict the behavior of a variable in the future,
- the need to control a given process,
- enhancing profits for a company, anticipating price increases or decreases in the market,
- the simulation of phenomena that can not be implemented physically,
- the generation of new physical or biological theories, and so on.

In general, the ultimate goal is always to increase our knowledge of a phenomenon or aspect of our environment data from past and present. Therefore, the main aim is to extract the regularities that are observed in the past behavior of the variable, i.e. obtain the mechanism that generates it, in order to have a better understanding of it in the future.

The type of analysis we use, as the well as models built on the basis of the study, depends largely on the type of question we wish to answer. When the comments correspond to a single variable, the analysis of time series usually aims at building a model to explain the structure (description) and anticipate the evolution (prediction) of the variable interest. Therefore, in the descriptive mode we can use the data to find patterns of behavior of the data, facts and rules of partnerships between occurrences, as well as discovering anomalies in behavior and generally characterizing the data. In the predictive mode, the data are analyzed in order to discover a model of future behavior from them for estimating, in advance, possible values and trends. For the olive oil market and specifically for the Futures Market, estimation of the olive oil price in the near or medium future is very useful for determining the price today for sale in the mentioned period of times. This is the reason we use mainly a predictive analysis in this paper.

2.2. ARIMA methodology

ARIMA models, also called Box-Jenkins models [5], predict variable’s present values from its past values.

The development of an ARIMA methodology consists of the search for an ARIMA(p, d, q) model, which is able to generate the time series object of the study. Here p is the value for the auto-regressive parameter, d is the order of differentiation and q is the moving average parameter.
ARIMA modeling involves the following stages: (1) Identification of the model or the initial $p$, $d$, and $q$ parameters; (2) Estimation of the $p$ and $q$ parameters; (3) Diagnosis of the residuals in order to investigate model adequacy.

The purpose of the identification phase is to select the most suitable model among candidates for modeling the time series. To do so, first it is necessary to achieve a stationary time series, that is one in which neither the average nor the variance or autocorrelations depend on time. At this moment, $d$ is determined as the necessary order of differentiation for stabilizing the series. In order to obtain the best model to fit the series, the sample partial autocorrelation function is calculated with a catalogue of graphic patterns which are typical of the different models proposed. Then $p$, and $q$ are calculated.

Once the model has been chosen the Maximum Likelihood Estimation (MLE) [10] is the most popular general approach to parameter estimation. Afterwards, an analysis of residuals (difference between the value provided by the model and that actually observed) is carried out in order to verify whether adjustment of the model to our data is adequate. Residuals must be random and normally distributed. If not, the process must be repeated and another model found.

2.3. RBFNs for forecasting problems

Radial Basis Function Networks (RBFNs) are an important artificial neural network paradigm [6] with interesting characteristics such as a simple topological structure or universal approximation ability [34]. They have been successfully used in time series prediction [26,27,31,42,44,45,49].

From a structural point of view, an RBFN is a feed-forward neural network with three layers: an input layer with $n$ nodes, a hidden layer with $m$ neurons or RBFs, and an output layer with, in time series forecasting, one node (see Fig. 1).

The $m$ neurons of the hidden layer are activated by a radially-symmetric basis function, $\phi_i : R^n \rightarrow R$, which can be defined in several ways, the Gaussian function being the most widely used: $\phi_i(\vec{x}) = \phi_i(e^{-\|\vec{x} - \vec{c}_i\|^2/d_i^2})$, where $\vec{c}_i \in R^n$ is the centre of basis function $\phi_i$, $d_i \in R$ is the width (radius), and $\|\|$ is typically the Euclidean norm on $R^n$. This expression is the one used in this paper as the Radial Basis Function (RBF). The output nodes implement the following function:

$$f(\vec{x}) = \sum_{i=1}^{m} w_i \phi_i(\vec{x})$$

The output of one basis function will be high when the input vector and the centre of this basis function are closer, always taking into account the value of the radius. The weights $w_i$ show the contribution of an RBF to the respective output node, and therefore the output nodes implement the weighted sum of RBF outputs Eq. (1).

The objective of any RBFN design process is to determine centres, widths and the linear output weights connecting the RBFs to the output neuron layer. The most traditional learning procedure has two stages: first, unsupervised learning of centres and widths is used, and finally output weights are established by means of supervised learning. Clustering techniques [35] are normally used to adjust the centres. Regarding the widths, they may all be given the same value, may reflect the width of the previously calculated clusters (i.e., RBFs), or may be established as the average distance between RBFs, among other possibilities. In order to obtain the weights in the second stage, algorithms such as Least Mean Square (LMS) [46] or Singular Value Decomposition (SVD) [13] can be used. As for example in [14] this methodology has been applied to forecasting the groundwater head data. The self-organizing map (SOM) has been employed to complete the clustering task and place the centres. Weights are calculated by means of a gradient descent technique [28,44,49] are other methods for RBFN design based on clustering techniques and/or simple training weights techniques applied to forecasting tasks.

As well as this typical methodology, different strategies for RBFN design can be found based on deciding which RBFs to aggregate [38] or eliminate [47], and may be considered as forward or backward selection methods. In [26] a learning algorithm with growing and pruning techniques to RBFN design is described.

![Fig. 1. RBFN Topology for time series forecasting.](image-url)
A Welsch M-estimator and median scale estimator are employed to get rid of the influence from the noise. The method is applied to noisy time series prediction. In [33] an aggregate method is used in forecasting inflation. One disadvantage of the aforementioned methods is that they could become trapped in local optima.

Another important paradigm for the RBFN design which overcomes this limitation is Evolutionary Computation (EC). EC [4,12,20], uses natural evolution and stochastic searching to design optimization algorithms. More precisely, EC maintains a population of individuals, which evolves according to the operators as mutation, recombination or selection and each individual in the population receives a measure of its fitness in the environment.

A review of EC applied to RBFN design can be found in [7,17]. Examples of RBFN design algorithms applied to time series forecasting can be found in [8,15,31,41,43]. In most of the proposals within this evolutionary paradigm an individual represents a whole RBFN (Pittsburgh codification), and different operators are applied to the entire population to improve individual fitness. Nevertheless EC presents some difficulties for certain learning problems, especially in the evaluation of independent subcomponents (RBFs) [39].

An alternative to the classical Pittsburgh codification are the cooperative-competitive evolutionary or cooperative-coevolutive strategies [39,42,45], which provide a framework within which an individual of the population represents only a part of the solution, evolving in parallel, competing to survive but at the same time cooperating in order to find a common solution (the complete RBFN in our case). This approach has the advantage of being computationally less complex, since an individual does not represent the whole solution but only a part of it. With this approach, two main problems must be addressed: credit assignment, or the fitness allocated to each individual according to its contribution to the final solution, and the mechanism used in order to maintain diversity among individuals of the population.

Finally, Particle Swarm Optimization (PSO) can also be used in RBFN design. PSO [24] is a population-based stochastic optimization technique inspired by the social behavior of bird-flocking or fish-schooling. PSO shares many similarities, such as Genetic Algorithms, with EC techniques. The system is initialized with a population of random solutions and optimises them by updating generations. However, unlike GA, PSO has no evolution operators such as crossover and mutation.

In [27] a method for forecasting the stress and displacement nonlinear time series is proposed based on constructing RBFNs using the PSO algorithm. After determining the number of units in an RBF layer using k-means, all parameters such as central position, shape parameter and weights of RBFN are estimated dynamically with particle swarm optimization.

The authors developed a hybrid cooperative competitive evolutionary proposal for RBFN design, CO²RBFN, applied to the classification problem [36]. In this paper, a new version of CO²RBFN is presented in order to deal with the time series forecasting problem. This new version also improves the efficiency and the balance between exploration/exploitation in the evolutionary design process.

3. CO²RBFN for time series forecasting

CO²RBFN, is an evolutionary cooperative-competitive hybrid algorithm for the design of Radial Basis Function Networks (RBFNs). In this paper the algorithm is adapted to address the problem of short-term forecasting.

In CO²RBFN, each individual of the population represents, with a real representation, a basis function (RBF) and the entire population is responsible for the final solution. The individuals cooperate towards a definitive solution, but they must also compete for survival.

In this cooperative-competitive environment, in which the solution depends on the behaviour of many components, the fitness of each individual is known as credit assignment. In order to measure the credit assignment of an individual, three factors have been proposed to evaluate the role of each RBF in the network. These factors are: the RBF contribution to the network output, the error in the basis function radius, and the degree of overlapping among RBFs.

There are four evolutionary operators that can be applied to an RBF: an operator that eliminates the RBF, two operators that mutate the RBF, and finally an operator that maintains the RBF parameters in order to explore and exploit the search space and to preserve the best RBF, respectively.

The application of the operators is determined by a Fuzzy Rule-Based System (FRBS). The inputs of this system are the three parameters used for credit assignment and the outputs are the operators’ application probability. To design the set of rules we must take into account the fact that an RBF is worse if its contribution is low, its error is high and its overlapping is also high, otherwise it is better. In this way the probability of
1. Initialize RBFN
2. Train RBFN
3. Evaluate RBFs
4. Apply operators to RBFs
5. Substitute the eliminated RBFs
6. Select the best RBFs
7. If the stop condition is not verified go to step 2

Fig. 2. Main steps of CO²RBFN.

eliminating an RBF is high when this RBF is worse and so on.

The main steps of CO²RBFN, explained in the following subsections, are shown in the pseudocode in Fig. 2.

3.1. RBFN initialization

To define the initial network, with a number of RBFs established by the size of the population, a simple process is used: a specified number, \( m \), of neurons (i.e. the size of population) is randomly allocated among the different patterns of the training set. To do so, each RBF centre, \( \vec{c}_i \), is randomly established to a pattern of the training set. The RBF widths, \( d_i \), will be set to half the average distance between the centres. Finally, the RBF weights, \( w_i \), are set to zero.

3.2. RBFN training

During this stage, RBF weights are trained. The Least Mean Square (LMS) algorithm [46] has been used to calculate the RBF weights. This technique exploits the local information that can be obtained from the behaviour of the RBFs. The equation shows the update of the weights.

\[
\vec{w}_{k+1} = \vec{w}_k + \alpha \frac{e_k \vec{p}_k}{|\vec{p}_k|} \tag{2}
\]

where \( k \) is the number of iteration, \( \vec{w}_{k+1} \) is the next value of the weight vector, \( \vec{w}_k \) is the present value of the weight vector, \( \vec{p}_k \) is the value of the actual input pattern vector. The present linear error, \( e_k \), is defined as the difference between the desired output and the output network before adaptation. The \( \alpha \) value is the speed of learning, it measures the size of the adjustment to be made. The choice of \( \alpha \) controls stability and speed of convergence.

3.3. RBF evaluation

A credit assignment mechanism is required in order to evaluate the role of each basis function in the cooperative-competitive environment.

For an RBF \( \phi_i \), three parameters, \( a_i \), \( e_i \), \( o_i \) are defined:

- The contribution, \( a_i \), of the RBF \( \phi_i \), \( i = 1 \ldots m \), is determined by considering the weight, \( w_i \), and the number of patterns of the training set inside its width, \( npi_i \). An RBF with a low weight and few patterns inside its width will have a low contribution:

\[
a_i = \begin{cases} |w_i| & \text{if } npi_i > q \\ 0 & \text{otherwise} \end{cases} \tag{3}
\]

where \( q \) is the average of the \( npi_i \) values minus the standard deviation of the \( npi_i \) values.

- The error measure, \( e_i \), for each RBF \( \phi_i \), is obtained by calculating the Mean Absolute Percentage Error (MAPE):

\[
e_i = \text{abs}\left(\frac{\sum_{\forall p_i} f(p_i) - y(p_i)}{npi_i}\right) \tag{4}
\]

where \( f(p_i) \) is the output of the model for the point \( p_i \), inside the width of RBF \( \phi_i \), \( y(p_i) \) is the real output at the same point, and \( npi_i \) is the number of points inside the width of RBF \( \phi_i \).

- The overlapping of the RBF \( \phi_i \) and the other RBFs is quantified by using the parameter \( o_i \). This parameter is calculated by taking into account the fitness sharing [12] methodology, whose aim is to maintain diversity in the population. This factor is expressed as:

\[
o_i = \sum_{j=1}^{m} a_{ij} \tag{5}
\]

\[
o_{ij} = \begin{cases} (1 - \|\phi_i - \phi_j\|/d_i) i f \|\phi_i - \phi_j\| < d_i \\ 0 & \text{otherwise} \end{cases}
\]

where \( o_{ij} \) measures the overlapping of the RBF \( \phi_i \) and \( \phi_j \) \( j = 1 \ldots m \).

3.4. Applying operators to RBFs

In this algorithm four operators have been defined in order to be applied to the RBFs:

- Operator Remove: eliminates an RBF.
Table 1
Fuzzy rule base representing expert knowledge in the design of RBFNs

<table>
<thead>
<tr>
<th>Antecedents</th>
<th>Consequents</th>
</tr>
</thead>
<tbody>
<tr>
<td>va</td>
<td>ve</td>
</tr>
<tr>
<td>R1</td>
<td>L</td>
</tr>
<tr>
<td>R2</td>
<td>M</td>
</tr>
<tr>
<td>R3</td>
<td>H</td>
</tr>
<tr>
<td>R4</td>
<td>L</td>
</tr>
<tr>
<td>R5</td>
<td>M</td>
</tr>
<tr>
<td>R6</td>
<td>H</td>
</tr>
<tr>
<td>R7</td>
<td>L</td>
</tr>
<tr>
<td>R8</td>
<td>M</td>
</tr>
<tr>
<td>R9</td>
<td>H</td>
</tr>
</tbody>
</table>

- Operator Random Mutation: modifies the centre and width of an RBF. The width is altered with a probability inversely proportional to the number of features of the regression problem \( n \), at a percentage below 50% of the old width. The coordinates of the centre increase or decrease at a percentage below 50% of the width. The number of coordinates to be mutated is randomly obtained and is a number below 25% of the total number of coordinates.

- Operator Biased Mutation: modifies the width and all coordinates of the centre using local information of the RBF environment. The technique used follows the recommendations [11] that are similar to those used by the algorithm LMS algorithm. The error for the patterns within the radius of the RBF, \( \phi_i \), are calculated. For each coordinate of the center and the radius a value \( \Delta c_{ij} \) and \( \Delta d_i \) respectively are calculated. The new coordinates and the new radius are obtained by changing (increasing or decreasing) its old values to a random number (between 5% and 50% of its old width), depending on the sign of the value calculated.

\[
\Delta c_{ij} = \text{sign}(c_{ij} - \bar{p}_{kj}) \cdot e(\bar{p}_{kj}) \cdot w_i
\]

\[
\Delta d_i = \sum_k e(\bar{p}_{k}) \cdot w_i
\]

where \( e(\bar{p}_{k}) \) is the error for the pattern \( \bar{p}_{k} \).

- Operator Null: in this case all the parameters of the RBF are maintained.

These mutation operators allow us to obtain an appropriate balance between exploitation and exploration, which is a desirable feature in every evolutionary algorithm. Biased mutations use local information from the RBF environment in order to achieve an optimal adaptation. On the other hand, random mutations carry out alterations that lead to the exploration of the environment and thus avoid local optimums.

The operators are applied to the whole population of RBFs. The probability for choosing an operator is determined by means of a Mandani-type fuzzy rule based system [30] which represents expert knowledge about the operator application in order to obtain a simple and accurate RBFN.

The inputs of this system are parameters \( a_i, e_i \) and \( o_i \) used for defining the credit assignment of the RBF \( \phi_i \). These inputs are considered as linguistic variables \( va_i, ve_i \) and \( vo_i \). The outputs, \( premove, prm, pbn \) and \( pnull \), represent the probability of applying Remove, Random Mutation, Biased Mutation and Null operators, respectively. The number of linguistic labels has been empirically determined and the fuzzy sets have been defined according to their meaning. Figure 3 shows the membership functions for the input and output variables respectively. As defuzzification method the centre of area/gravity technique is used. Table 1 shows the rule base used to relate the described antecedents and consequents. In the table each row represents one rule. For example, the interpretation of the first rule is: If the contribution of an RBF is Low Then the probability of applying the operator Remove is Medium-High, the probability of applying the operator Random Mutation is Medium-High, the probability of applying the operator Biased Mutation is Low and the probability of applying the operator Null is Low.
The rule base represents expert knowledge, as mentioned, in the design of RBFNs. It was developed taking into account the fact that an RBF is worse if its contribution \((a_i)\) is low, its error \((e_i)\) is high and its overlapping \((o_i)\) is also high. On the other hand, an RBF is better when its contribution is high, its error is low and its overlapping is also low. A worse RBF indicates that this neuron has problems performing a good role in its environment and therefore, important changes such as random mutations or even removing the RBF must be promoted. In these cases the probability of applying the biased mutation operator and the null operator is low. However, a better neuron implies that the RBF is working well in its environment. In these situations exploitation is promoted increasing the probability of applying the biased mutation operator. The probability of maintaining the neuron with the same parameters, applying the null operator, is also augmented. In these cases the probability of removing the RBF will be low. The probability of applying random mutation is usually high in order to promote a parsimonious evolution. It can be highlighted that this rule base represents general knowledge related with the design of RBFNs. This generic rule base has been successfully applied in classification problems [36].

3.5. Introduction of new RBFs

In this step of the algorithm, the eliminated RBFs are substituted by new RBFs. The new RBF is located in the center of the area with maximum error or in a randomly chosen pattern with a probability of 0.5 respectively.

In the first instance, the areas are defined as a set of neighboring patterns with a width equal to the average of the width of the RBF. The width of the new RBF will be set to the average of the RBFs in the population plus half of the minimum distance to the nearest RBF. Its weights are set to zero.

If it is chosen randomly, the RBF is located in the first pattern found outside any RBF width. The width of the new RBF is set to the average of the RBFs in the population and its weights are set to zero.

3.6. Replacement strategy

After applying the mutation operators, new RBFs appear. The algorithm uses the replacement scheme to decide which new RBFs will be included in the new population. To do so, for each mutated RBF a net, with the child RBF but without the parent RBF, is built. Then, every new net is evaluated (by means its training classification error) in order to determine the RBF (child or parent) with the best behaviour and to include it in the population.

4. Experimentation and results

As mentioned, the data used in this work have been obtained from **Poolred**, http://www.oliva.net/poolred/, an initiative of the Foundation for the Promotion and Development of the Olive and Olive Oil located in Jaén, Spain. The time series dataset contains the weekly extra-virgin olive oil price per kilogram.

The task addressed in this work is that of performing a short-term forecast (next week) of the extra-virgin olive oil price. In this study, the data used are from the 32nd week (August) of the year 2000 to the 52nd week (December) of the year 2005 in Spain. The cases in the data set were divided into two subsets: one for training and the other for testing. The data from the 32nd week of 2000 to the 32th week of 2005 were used for training. The performance of the different methods was tested by estimating the data from the 33rd week to the 52nd week of 2005. The size of datasets have been chosen taking into account the use of ARIMA models. Figure 4 shows the time series data and training and test datasets.

The patterns are composed of \((n − 4, n − 3, n − 2, n − 1, n, n + 1)\), where the price to forecast is \(n + 1\) and must be determined from the past prices \(n − 4\) to \(n\). This decision is justified from the ARIMA analysis, see below, where the Figs 6, 7 and the ARIMA models extracted shown that the prediction of the next value \(n + 1\) may be related to the five past values.

To estimate prediction capacity, two error measures have been considered: the Mean Squared Error (MSE = \(\sum_{i=1}^{n}(f_i - y_i)^2/n\)) and the Mean Absolute Percentage Error (MAPE = \(\sum_{i=1}^{n}(|(f_i - y_i)/f_i|)/n\)), where \(f_i\) is the predicted output of the model and \(y_i\) is the desired output.

4.1. Other data mining methods

CO²RBFN has been compared with ARIMA models and other intelligent data mining methods, specifically:

- FuzzyGAP method [40]. A GA-P method [22] uses an evolutionary computation method, a hybrid between genetic algorithms and genetic programming, and optimized to perform symbolic regressions. Each element comprises a chain of parame-
ters and a tree which describes a function, depending on these parameters. The two operators by means of which new members of the population are generated are crossover and mutation. In the GA-P algorithm both operations are performed independently over the tree and the parameter chain. In the FuzzyGAP algorithm proposed by [40] the fuzzy sets of the fuzzy model are codified on the terminal nodes of the tree and fuzzy arithmetic operators are used to evaluate the tree. The goal is to find a function \( g \) where the difference \( y - g(\vec{x}) \) is small for every value of \( \vec{x} \). In this way, an \( \alpha - \text{cut} \) is defined as an interval model with a \( \beta \) confidence degree, where the functions \( g^+ \) and \( g^- \) are defined so that \( g^+(\vec{x}) \) is the maximum value of the confidence interval and \( g^-(\vec{x}) \) the minimum. The output of a fuzzy model is defined by the union of the outputs produced by every one of its \( \alpha - \text{cuts} \) when the same input is applied to all of them.

- MLPConjGrad [32]. A Multilayer Perceptron (MLP) [18] network consists of a set of source nodes forming the input layer, one or more hidden layers of computation nodes, and an output layer of nodes. The input signal propagates through the network layer-by-layer. For the MLP, the most common activation functions, used in the computation nodes, are the logistic sigmoidal \( \varphi(x) = 1/(1 + e^{-x}) \) or the hyperbolic tangent \( \varphi(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \). In regression, the net output is given by \( f(\vec{x}) = \sum w_i \varphi_i \) where \( w_i \) are the weights to be learned. In [21] it is demonstrated that the MLP has a universal approximation abil-
The implementation of the rest data mining methods has obtained from KEEL [2]. The main parameters used are set to the values indicated by the authors and they are shown from Table 3 to Table 5, respectively. All the data mining methods (including \(C^2\)RBFN) are non-deterministic methods and so, have been executed 10 times.

### 4.2. Results

The preliminary analysis of the weekly extra-virgin olive oil prices portrayed in Fig. 4 shows a nonstationary series, because prices tend to increase over time. This inherent nonstationarity is also confirmed by the graph in Fig. 5, where the sample ACF (Autocorrelation

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generations of the main loop</td>
<td>200</td>
</tr>
<tr>
<td>Number of RBFs</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numlabels</td>
<td>3</td>
</tr>
<tr>
<td>Numrules</td>
<td>8</td>
</tr>
<tr>
<td>Popsize</td>
<td>30</td>
</tr>
<tr>
<td>Numisland</td>
<td>2</td>
</tr>
<tr>
<td>Numitera</td>
<td>10000</td>
</tr>
<tr>
<td>Toursize</td>
<td>4</td>
</tr>
<tr>
<td>Probmuta</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>topologymlp</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent</td>
<td>0.1</td>
</tr>
<tr>
<td>Neurons</td>
<td>50</td>
</tr>
</tbody>
</table>

Fig. 5. Sample ACF and 95% confidence limits for the average weekly extra-virgin olive oil price series.

Fig. 6. Sample ACF and 95% confidence limits for the average weekly extra-virgin olive oil price series after one differentiation.
Estimated Partial Autocorrelations for adjusted prices

Fig. 7. Sample PACF and 95% confidence limits for the average weekly extra-virgin olive oil price series after one differentiation.

Partial Autocorrelations

Function) attenuates slowly for the given extra-virgin olive oil price series.

When the series differentiates one time the nonstationarity is removed, as shown by the sample ACF in Fig. 6. The large value at lag one indicates the need for an MA (moving average) parameter in the model. At lag 5, the sample ACF just crosses the 95% confidence limit, and this behaviour may be due to chance or could indicate the need for another parameter in the model. The sample PACF (Partial Autocorrelation Function) in Fig. 7 for the differentiated extra-virgin olive oil price series may be interpreted as attenuating quickly at the first few lags due to the need for MA components.

Based upon this identification information, the weekly extra-virgin olive oil price series could be modeled by an ARIMA(0,1,1) or ARIMA(0,1,5). If the weekly extra-virgin olive oil price series were modeled by an ARIMA(1,1,1), that is, with an AR component, the p-value for the AR(1) term is 0.964692, greater than or equal to 0.05, the reason why it is not statistically significant. Therefore, we would have to consider eliminating the constant term of the model.

The Sample ACF and Sample PACF for the average weekly extra-virgin olive oil price series after one differentiation are quite different to the theoretical ACF and PACF of a model with seasonal patterns.

Afterwards, parameters of the model are calculated using the Maximum Likelihood Estimation (MLE) [10]. Then the Akaike Information Criterion (AIC) [1] is applied, which is the simplest model which provides a good fit to the data. For the model ARIMA(0,1,5) AIC obtains a value of 1947.508 and for the ARIMA(0,1,1) model the AIC value is 1948.930. From these AIC values the ARIMA(0,1,5) model is shown to be better than the ARIMA(0,1,1). The results of the residual tests have satisfied independence, normality and constant variance assumptions.

Table 6

<table>
<thead>
<tr>
<th>Method</th>
<th>Test MAPE</th>
<th>Training MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA (0,1,1)</td>
<td>3.256%</td>
<td>2.879%</td>
</tr>
<tr>
<td>ARIMA (0,1,5)</td>
<td>2.659%</td>
<td>2.873%</td>
</tr>
<tr>
<td>FuzzyGAP</td>
<td>2.692%</td>
<td>2.868%</td>
</tr>
<tr>
<td>MLPConjGrad</td>
<td>2.803%</td>
<td>2.460%</td>
</tr>
<tr>
<td>RBFNLMS</td>
<td>2.943%</td>
<td>2.826%</td>
</tr>
<tr>
<td>CO²RBFN</td>
<td>2.257%</td>
<td>2.807%</td>
</tr>
</tbody>
</table>

Tables 6 and 7 show MAPE and MSE errors obtained by ARIMA models. Figure 8 shows the graphical behavior of the ARIMA models in test data set.

As has been previously demonstrated, the addressed time series data have a positive trend. Therefore it is convenient to differentiate these data once repeating the process for data mining methods, in order to achieve a stationary series where training datasets values are in the same range as test datasets values.

In Tables 6 and 7, the mean values obtained by them are shown. The graphical behavior in the test dataset is shown in Fig. 8.

4.3. Analysis of the results

A first sight of the time series graphic, Fig. 4, shows a non-trivial data series with a final behaviour of the data different from the initial phase. Despite this fact, the ARIMA method and data mining methods have achieved good results both in training datasets and test datasets.

The different methods can be sorted, taking into account their errors test results, as follows: CO²RBFN, ARIMA (0,1,5), FuzzyGAP, MLPConjGrad, RBFNLMS, and ARIMA(0,1,1). CO²RBFN has obtained the best results. It can be observed that the FuzzyGAP method has a good behaviour similar to the ARIMA (0,1,5) model but significatively inferior to CO²RBFN. On the contrary MLPConjGrad suffers from overlearning of training data, which decreases its prediction ability.

The results of ARIMA(0,1,5) are very important because they imply a good application of ARIMA methodology.

Table 7

<table>
<thead>
<tr>
<th>Method</th>
<th>Test MSE</th>
<th>Training MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA (0,1,1)</td>
<td>0.00857</td>
<td>0.00254</td>
</tr>
<tr>
<td>ARIMA (0,1,5)</td>
<td>0.00541</td>
<td>0.00247</td>
</tr>
<tr>
<td>FuzzyGAP</td>
<td>0.00550</td>
<td>0.00248</td>
</tr>
<tr>
<td>MLPConjGrad</td>
<td>0.00596</td>
<td>0.00176</td>
</tr>
<tr>
<td>RBFNLMS</td>
<td>0.00637</td>
<td>0.00242</td>
</tr>
<tr>
<td>CO²RBFN</td>
<td>0.00413</td>
<td>0.00246</td>
</tr>
</tbody>
</table>
From the behavior shown in Fig. 8 we can conclude that the proposed data mining method CO²RBFN follows the shape of the original data but ARIMA models do not, mainly in the “hill” that the test dataset shows in the middle of the graphic. This may be due to the fact that ARIMA models only have an MA component but no AR (autoregressive) components, with implies a low efficiency for these types of shape, but tests with AR components in ARIMA models were unsatisfactory. This leads us to conclude that for this time series forecasting problem data mining methods are a good solution for accurate prediction in a short time. Among them CO²RBFN is the proposal which has obtained the best results in test data, and so, shows the best prediction ability.

5. Concluding remarks

In this paper, we propose CO²RBFN, a hybrid evolutionary cooperative-competitive algorithm for RBFN design applied to time series forecasting. An important key point of our proposal is the identification of the role (credit assignment) of each basis function in the whole network. In order to evaluate this value for a given RBF three factors are defined and used: the RBF contribution to the network’s output, \( a_i \); the error in the basis function radius, \( e_i \); and the degree of overlapping among RBFs, \( o_i \). In order to drive the cooperative-competitive process four operators are used: Remove, Random Mutation, Biased Mutation (based on clustering) and Null. The application of these operators is determined by a fuzzy rule-based system which represents expert knowledge of the RBFN design. The inputs of this system are the three parameters used for credit assignment.

The olive oil sector has an important role in the economy of Spain, especially in Jaén, and forecasting olive oil prices is a key aspect in the development of the sector.

The objective of our research has been to carry out a short term forecast of the weekly extra virgin olive oil price by means of our proposal and to compare its results with the ones obtained by the well-known classical statistical ARIMA method and a set of reliable data mining methods. The data mining methods applied for the comparison are: MLPConjGrad, a multilayer perceptron network which trains which a conjugate gradient algorithm; FuzzyGAP, a fuzzy system developed with a GA-P algorithm and RBFNLMS, a radial basis function network trained with the LMS algorithm.

Our study of the time series data has detected a positive trend of the data that implies a nonstationary series and the convenience of differentiating time series.
data. Both the data mining and ARIMA methods have obtained good results, especially data mining methods like the FuzzyGAP or CO$^2$RBFN algorithms.

The proposed data mining method, CO$^2$RBFN, follows the shape of the original data but ARIMA models do not, mainly in the “hill” that the test dataset shows in the middle of the graphic. This may be due to the fact that ARIMA models only have an MA component but no AR (autoregressive) components, which implies low efficiency for these types of shape, but tests with AR components in ARIMA models were unsatisfactory. This leads us to conclude that for this time series forecasting problem data mining methods are a good solution for accurate prediction in a short time. Among them CO$^2$RBFN is the proposal which has obtained the best results in test data, and so shows the best prediction ability.

As future work exogenous features like meteorology or econometric data can be taken into account in order to increase the performance of the forecast. Also, long term predictions of the olive oil price could be addressed. Another future line is applying CO$^2$RBFN to regression problems.
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