Subgroup discovery in an e-learning usage study based on Moodle
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Abstract—This paper presents an experimental study with several subgroup discovery algorithms using data from a web-based education system. The main objective of this contribution is to extract unusual subgroups to describe possible relationships between the use of the e-learning platform and marks obtained by the students. The results obtained by the best performing algorithm, NMEEF-SD, are also presented. Finally, the most representative results obtained by this algorithm are analysed, in order to obtain knowledge that can allow teachers to take actions to improve student performance.
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I. INTRODUCTION

On-site education systems allow teachers to directly analyse the situation of the courses, using the interaction with students to improve course content and thus achieve better grades for students. However, in learning management systems (LMS) this information can not be directly analysed with respect to the use of the resources, activities, quizzes and so on, and teachers must rely on certain techniques like educational data mining.

Educational data mining is an emerging interdisciplinary research area that deals with the development of methods to explore data from educational contexts [1]. It is concerned with the development of mining methods to explore the unique types of data in educational environments and, using these methods, to better understand students and learning systems. A data mining algorithm can discover knowledge using different representation models and techniques from two different perspectives: predictive induction, whose objective is the discovery of knowledge for classification or prediction [2]; or descriptive induction, whose main objective is the extraction of interesting knowledge from data. In this area, attention can be drawn to the discovery of association rules following an unsupervised learning model [3], and other approaches to non-classificatory induction.

In this contribution, the Subgroup Discovery (SD) task [4] is employed. SD is a descriptive inductive learning area in which, given a set of data and a property of interest to the user, an attempt is made to locate subgroups which are statistically “most interesting” for the user. A subgroup is interesting if it has an unusual statistical distribution with respect to the property of interest. The objective is to discover interesting properties of subgroups by obtaining simple rules, which are highly significant and with high support.

An experimental study is performed with several SD algorithms to show the quality of the powerful NMEEF-SD algorithm in the e-learning usage study of the University of Cordoba. This system is based on the Moodle system which is one of the most used web-based e-learning systems. In addition, a study with the most representative subgroups obtained by NMEEF-SD is performed, as this algorithm obtains the best results in the study. This study, joined with an analysis from the point of view of the teacher, is also presented with the aim of improving the e-learning courses.

To do so, the paper is organised as follows: learning management systems are presented in section II. SD task and EFSs used for SD are presented in section III. In section IV the results obtained by different algorithms and the rules obtained by NMEEF-SD algorithm are analysed. Finally, conclusions are outlined.

II. LEARNING MANAGEMENT SYSTEMS

Nowadays, several systems have been developed for online education, most of them using web-based platforms. These web-based educational systems can be classified in different types such as adaptive and intelligent web based educational systems, particular web-based courses and learning management systems. In this paper, we focus on learning management systems (LMSs), also known under other different terms as course management systems or learning content management systems. LMSs are e-learning platforms offering different facilities for information sharing and communication between the participants in the e-learning process. These systems allow the distribution of information to students but also facilitates the task of the educators when producing content material, preparing assignments, managing distance classes, engaging in discussions and enabling collaborative learning with file storage areas, chats, forums or news services. There are both commercial LMSs (eg. Blackboard, Virtual-U, WebCT, or TopClass) and free LMSs (Moodle, Ilias, Claroline, or ATutor) [5].

It is common for LMSs using a relational database to store the students activities and usage information instead of using data log files. However, when the number of students is high it becomes complicated for a tutor to manage the information.
stored, even using the reporting tools offered by some of the platforms. In this situation, the great amount of information makes it difficult to extract useful information to improve the learning process. Therefore, some researchers have recently proposed using data mining techniques in order to help the tutor in this task.

Data mining techniques allow to identify patterns in the information related to the use of the platform which can be analysed not only to interpret the students’ activity on the platform but also to get more objective feedback for instruction and more knowledge about how the students learn on the LMS [1]. In fact, some data mining techniques have already been used in e-learning problems. Thus, a grammar-based genetic programming with multi-objective optimization techniques was performed in [7] in order to provide a feedback to courseware authors. In [8] a clustering task was used to discover patterns reflecting user behavior. In addition, in [9] the sequencing capabilities of the SCORM standard to include the concept of recommended itinerary, by combining educators expertise with learned experience acquired by system usage analysis was presented.

Two different areas can be established with respect to the data mining techniques: predictive, in which the main objective is to find a model to classify new instances with respect to an interest variable, and descriptive, whose objective is to describe relationships between all the variables. However, there are some data mining techniques that are somehow halfway between prediction and description. This is the case with the subgroup discovery task, aimed at searching unusual relationships between data with respect to an interest variable. Actually, this technique was applied in [10] to search subgroups in an e-learning platform through evolutionary algorithms.

III. SUBGROUP DISCOVERY

The concept of SD was initially defined as [11]:

“In subgroup discovery, we assume we are given a so-called population of individuals (objects, customer, …) and a property of those individuals we are interested in. The task of subgroup discovery is then to discover the subgroups of the population that are statistically "most interesting", i.e., are as large as possible and have the most unusual statistical (distributional) characteristics with respect to the property of interest.”

The main goal in SD is to discover characteristics of the subgroups by constructing rules with high support and significance. As SD focusses its interest on partial relations instead of complete ones, small subgroups with interesting characteristics can be sufficient.

In SD, a rule $R$ can be described as:

$$R: Cond \rightarrow T_v$$

where $T_v$ or (target variable) is the property of interest that appears in the consequent part of the rule, and the antecedent part of the rule, $Cond$, is a conjunction of features (attribute-value pairs) selected from the features describing the training instances [12].

A model corresponding to a subgroup in a problem with two classes ($x$ and $o$) can be found in Fig. 1, where the rule defining the subgroup corresponds to class $x$. The model defined by the rule is very simple (represented in the figure as a circle) and therefore it is very interpretable. However, the model covers a high number of objects of class $x$, but not all of them, also including objects corresponding to the other class, $o$. This illustrates one of the main features of the SD task: it is normally preferred to obtain a simple model rather than a completely precise one.

![Fig. 1. Representation of a SD rule for the class x](image)

In the literature there is a wide number of algorithms presented for this task. According to the taxonomy presented in [13], these algorithms can be divided in three types: algorithms based on extensions of classification (such as CN2-SD algorithm [14]), based on extensions of association rules (such as Apriori-SD [15]) and based on evolutionary fuzzy systems (such as SDIGA [16], MESDIF [17] and NMEEF-SD [18]). This work is focused on the use of evolutionary fuzzy systems in a specific e-learning platform.

In the following subsections, the quality measures used in this work together the use of evolutionary fuzzy systems in SD are presented in section III-A and III-B, respectively.

A. Quality measures

In SD a wide number of quality measures defined can be found. These measures can be divided with respect to their properties such as interpretability, precision or generality among others. Due to the fact that a SD algorithm must aim good interpretability, interest and relation between sensibility and confidence, in this work the following quality measures are used:

- **Number of rules ($n_r$):** It measures the number of induced rules.
- **Number of variables ($n_v$):** It measures the number of variables of the antecedent. The number of variables for a set of rules is computed as the average of the variables for each rule of that set.
- **Significance:** This measure indicates the significance of a
finding, if measured by the likelihood ratio of a rule [4].

\[
    \text{Sign}(R) = 2 \cdot \sum_{k=1}^{n_c} n(T_{vk} \cdot \text{Cond}) \cdot \log \frac{n(T_{vk} \cdot \text{Cond})}{n(T_{vk}) \cdot p(\text{Cond})}
\]

where \( n_c \) is the number of values of the target variable, \( p(\text{Cond}) \), computed as \( n(\text{Cond})/n_s \), is used as a normalised factor, \( n(\text{Cond}) \) is the number of examples which satisfy the conditions determined by the antecedent part of the rule, \( n(T_v \cdot \text{Cond}) \) is the number of examples which satisfy the conditions and also belong to the value for the target variable in the rule and \( n(T_v) \) are all the examples of the target variable.

It must be noted that although each rule is for a specific \( T_v \), the significance measures the novelty in the distribution impartially, for all the values.

- **Unusualness:** This measure is defined as the weighted relative accuracy of a rule [19]. It can be computed as:

\[
    \text{Unus}(R) = \frac{n(\text{Cond})}{n_s} \left( \frac{n(T_v \cdot \text{Cond})}{n(\text{Cond})} - \frac{n(T_v)}{n_s} \right) \tag{2}
\]

where \( n_s \) is the number of total examples. The unusualness of a rule can be described as the balance between the coverage of the rule \( p(\text{Cond}) \) and its accuracy gain \( p(T_v \cdot \text{Cond}) - p(T_v) \). This quality measure is derived from novelty.

- **Sensitivity:** This measure is the the proportion of actual matches that have been classified correctly [4]. It can be computed as:

\[
    \text{Sens}(R) = TP_{r} = \frac{TP}{Pos} = \frac{n(T_v \cdot \text{Cond})}{n(T_v)} \tag{3}
\]

Sensitivity combines precision and generality related to the target variable.

- **Confidence:** It measures the relative frequency of examples satisfying the complete rule among those satisfying only the antecedent. This can be computed with different expressions, e.g. [20]:

\[
    \text{Conf}(R) = \frac{n(T_v \cdot \text{Cond})}{n(\text{Cond})} \tag{4}
\]

This quality measure can also be found as accuracy in the specialised bibliography. In this paper an expression adapted for fuzzy rules is used, Fuzzy Confidence:

\[
    \text{FCn}(R_v) = \frac{\sum_{E^k \in E} APC(E^k, R_v)}{\sum_{E^k \in E} APC(E^k, R_v)} \tag{5}
\]

where \( APC \) (Antecedent Part Compatibility) is the degree of compatibility between an example and the antecedent part of a fuzzy rule and \( \{E^k = \{e^1_k, e^2_k, \ldots, e^n_k\} / k = 1, \ldots, n_s \} \) is a set of examples.

A description of all quality measures presented for SD can be analysed in [13].

B. Evolutionary fuzzy systems applied to subgroup discovery

EFSs are essentially fuzzy systems enhanced by a learning process based on an evolutionary algorithm [21], [22]. Currently, EFSs are being applied to a wide range of real-world problems. The research related to this area is growing, and a number of open problems and future directions can be found in [23], [24].

Evolutionary algorithms [25] were not specifically designed for learning, but they offer a set of advantages for knowledge extraction and specifically for rule induction processes:

- They tend to cope well with attribute interaction because they usually evaluate a rule as a whole via a fitness function rather than evaluating the impact of adding/removing one condition to/from a rule.
- They have the ability to scour a search space thoroughly and to handle a fitness function adapted to the problem to be solved.
- In addition, the genetic search performs implicit backtracking in its search of the rule space, thereby allowing it to find complex interactions that other non-backtracking searches would miss.
- An additional advantage over other conventional rule-learning algorithms is that the search is carried out among a set of competing candidate rules or sets of rules.

On the other hand, fuzzy systems are one of the most important areas for the application of the fuzzy set theory [26]. Fuzzy sets correspond to linguistic labels which are defined by means of their corresponding membership functions. These can be specified by the user or defined through uniform partitions. In addition, fuzzy systems handle with continuous variables without the necessity to discretise them before to apply the algorithms. In general, this discretisation could lead to a loss of information in the data.

With respect to the representation, in the specialised literature two approaches are followed in order to encode rules within a population of individuals [22]: “chromosome=rule” and “chromosome=set of rules”. In processes aimed to the extraction of rules for the SD task, the “Chromosome = Rule” approach is more suited because the objective is to find a reduced set of rules in which the quality of each rule is evaluated independently from the rest, and it is not necessary to evaluate the set of rules jointly.

The evolutionary fuzzy system for SD developed so far are implemented in the software tool KEEL [28], [29] and summarised below:

- **SDIGA** [16] is an evolutionary fuzzy rule induction system. It uses as quality measures for the SD task adaptations of the measurements used in the association rules induction algorithms, confidence and support, and can also use other measures such as interest, significance, sensitivity or unusualness. The algorithm evaluates the quality of the rules by means of a weighted average of the measures selected. An analysis of different combinations of quality measures can be observed in [27]. SDIGA uses linguistic rules [17] as description language to specify the
subgroups.

- MESDIF [17] is a multi-objective genetic algorithm for the extraction of fuzzy rules which describe subgroups. The algorithm extracts a variable number of different rules expressing information on a single value of the target variable. The search is based on the multi-objective SPEA2 [30] approach, and so applies the concepts of elitism in the rule selection (using a secondary or elite population) and the search for optimal solutions in the Pareto front. It can use several quality measures at a time to evaluate the rules obtained, like confidence, support, significance or unusualness.

- NMEEF-SD [18] is an evolutionary fuzzy system whose objective is to extract descriptive fuzzy and/or crisp rules for the SD task, depending on the type of variables present in the problem. NMEEF-SD has a multi-objective approach whose search strategy is based on NSGA-II [31], which is based on a non-dominated sorting approach, and on the use of elitism. This algorithm uses specific operators to promote the extraction of simple, interpretable and high quality rules. It allows a number of quality measures to be used both for the selection and the evaluation of rules within the evolutionary process, including confidence, support, sensitivity, significance and unusualness.

IV. E-LEARNING CASE STUDY: DATA ON THE USE OF MOODLE AT THE UNIVERSITY OF CORDOBA

This experimental study is divided into two sections. First, a experimental study of the usage data of Moodle e-learning system at the University of Cordoba with several SD algorithms is performed, where the problem analysed is described and the experimental results obtained in the execution of different SD algorithms are shown. Then, a study of the usage data with NMEEF-SD algorithm is shown, where several of the rules obtained are analysed from the point of view of the teacher with the aim of improving the courses content.

A. Experimental study with the usage data at the University of Cordoba

Moodle system [32] is one of the most used web-based e-learning systems. In addition, Moodle is an alternative to proprietary commercial online learning solutions, is distributed free under open source licensing and has been installed at universities and institutions all over the world.

Moodle system contains a great deal of detailed information on course content, users, usage, etc., stored in a relational data base keeping detailed logs of all the activities performed by the students. We can use these logs in order to determine which students have been active in the course, what they did, when, or if everyone has done a certain task or spent a required amount of time online within certain activities [33].

In this work, available information corresponding to 5 different courses of the University of Cordoba, involving a total of 293 students, is used. In this experimentation, courses with high student participation have been selected to obtain more general results. Furthermore, there is no a minimum amount of students to obtain any rule. This information has been preprocessed for obtaining a summary table with the most important information related to our objective. Table I shows this summary including the activities completed by each student in an e-learning course. The information obtained has been exported to a text file using the structure of the KEEL platform files [28], [29] because the SD algorithms used are implemented for the KEEL data mining platform. With respect to the mark obtained of the students, they have discretised into different values: fail, pass, good and excellent. In the experimentation could have been used numerical values but it is more representative using these values in order to codify them as the rule consequent.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>course</td>
<td>Identification of the course</td>
<td>Discrete</td>
</tr>
<tr>
<td>nAssignment</td>
<td>Number of assignments completed</td>
<td>Continuous</td>
</tr>
<tr>
<td>nAssignmentP</td>
<td>Number of assignments passed</td>
<td>Continuous</td>
</tr>
<tr>
<td>nAssignmentF</td>
<td>Number of assignments failed</td>
<td>Continuous</td>
</tr>
<tr>
<td>nQuizz</td>
<td>Number of quizzes completed</td>
<td>Continuous</td>
</tr>
<tr>
<td>nQuizzP</td>
<td>Number of quizzes passed</td>
<td>Continuous</td>
</tr>
<tr>
<td>nQuizzF</td>
<td>Number of quizzes failed</td>
<td>Continuous</td>
</tr>
<tr>
<td>nMessagesC</td>
<td>Number of messages sent to the chat</td>
<td>Continuous</td>
</tr>
<tr>
<td>nMessagesT</td>
<td>Number of messages sent to the teacher</td>
<td>Continuous</td>
</tr>
<tr>
<td>nMessagesF</td>
<td>Number of messages sent to the forum</td>
<td>Continuous</td>
</tr>
<tr>
<td>nRead</td>
<td>Number of forum messages read</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

In this problem, SD is used in order to analyse the possible relation between the usage of complementary activities of a course and the final marks obtained by the students. This is conducted using different algorithms. The final mark is used as the variable to characterise, using the different marks to divide the data into classes and codifying them as values of the consequent of the rules. Therefore, the final purpose is to present the results to the teacher in form of rules in order to allow the use of this knowledge in the decision making concerning the complementary activities of the course. For example, the teacher can decide to promote the use of some type of activities to improve marks, or on the contrary eliminate some activities because they are associated with low marks.

The study has been performed using the evolutionary algorithms SDIGA, MESDIF and NMEEF-SD. Moreover, to present a complete study the most used classical SD algorithms like CN2-SD and Apriori-SD are employed.

For the classical deterministic algorithms Apriori-SD and CN2-SD a set of runs has been performed varying one of their parameters each time. In the case of Apriori-SD different minimum confidence values (0.6, 0.7, 0.8 and 0.9) have been used and for CN2-SD the weight parameter (0.9, 0.7, 0.5 and additive –add–). However, for the evolutionary algorithms have been used different minimum confidence values (0.2, 0.4, 0.6 and 0.8) for SDIGA and NMEEF-SD, while MESDIF uses different size for the elite population (3,4 and 5 individuals). In addition, evolutionary algorithms are executed with different
number of linguistic labels for the representation of the continuous variables: 3 and 5 linguistic labels. Finally, evolutionary algorithms are executed five times for each experiment because they are non-deterministic algorithms. All the parameters of the evolutionary process for SDIGA, MESDIF and NMEEF-SD are used by definition.

Table II shows (between all the possible values obtained with the different configuration of parameters) only the best results for each SD algorithm. Therefore, discretise or linguistic labels (Disc/LL), parameter of the algorithm (Param) and the quality measures \( n_v \), \( n_r \), SIGN, UNUS, SENS and CONF are presented. This table represents fuzzy confidence for the evolutionary algorithms and confidence for classical, i.e. CONF represents crisp and fuzzy confidence to avoid confusion. Results showed in this table are the average of the set of rules obtained for each algorithm so the name of the quality measures are represented with uppercase.

As can be observed in table II, the best performance is obtained by NMEEF-SD algorithm. NMEEF-SD not only obtains the best results with respect to the sensitivity-confidence relationship, but also with respect to the unusualness measure. In this sense, NMEEF-SD obtains subgroups with more than 70% of the examples covered and with 83% of examples correctly described. These values show the quality of the subgroups obtained by NMEEF-SD. NMEEF-SD does not obtains the best results with respect to the interpretability (number of rules and number of variables per rule), but the differences are not relevant.

Taking into account the results in table II, next subsection analyses the rules obtained by NMEEF-SD, with the aim of bringing new knowledge to the teachers in order to enable them to act to improve the results of their students.

### B. e-learning usage study with the NMEEF-SD algorithm

NMEEF-SD algorithm returns a comprehensive set of subgroups employing a low number of variables with the highest unusualness. Therefore, in this paper an analysis with the most representative subgroups is performed. In table III the best subgroups for each value of the target variable are presented. From the results in table III, and for each one of the marks analysed in this experimentation, some key ideas can be highlighted:

- **Fail.** A set of subgroups with high values in all the quality measures analysed can be observed in this group, where generic rules with low number of variables obtain high values of unusualness and confidence. The information to highlight for the students with the mark fail would be a low participation of them, and a low interest for the professors to perform quizzes.
- **Pass.** In this group are obtained subgroups which cover the majority of the students but with confidence very low. This group is very difficult to analyse due to the low instances that the dataset contains for this target value.
- **Good.** In this target value good results are obtained with considerable values in all the quality measures analysed. It would be interesting to note the subgroup \( R_8 \) where it could indicate to the professor the indifference with respect to the the assignment performed for the student in the platform for the course. In this way, the subgroups indicates him that he should review the relationships between the course and the activities planned. In addition, there is another subgroup (\( R_7 \)) with excellent results in all the quality measures for courses with high number of quizzes passed.
- **Excellent.** In this target value occurs a similar situation like pass value, i.e. a minority class. However, in this set of subgroups there is a high significance with good values of sensitivity. Furthermore, the same rule (\( R_{10} \)) that appears in the target value good is obtained, though as can be observed in the table the confidence is lower. A remarkable new information obtained is that students obtain excellent results if the number of forum messages read is low and the number of assignments completed is high. Of course, teachers want their students to use the forum (as it is a valuable tool to improve the students’ participation in the e-learning process).
In this contribution, results obtained by NMEEF-SD algorithm from the usage data of Moodle at the University of Cordoba have been presented. This algorithm obtains the best results with important differences with respect to the remaining algorithms: SDIGA, MESDIF, CN2-SD and Apriori-SD. In addition, the set of most representative subgroups obtained by this algorithm is presented to the experts.

The quality of this algorithm is based on an evolutionary process—a multi-objective evolutionary algorithm—, the use of unusualness and sensibility as objectives of the evolutionary process (that provide an excellent balance in the results obtained for all the quality measures analysed) and the use of fuzzy logic for the continuous variables which avoids to perform a previous discretisation of the data.

Within the set of results obtained, both specific subgroups for concrete courses and generic ones can be found. Based on the subgroups obtained, teachers can make decisions about course activities to improve the performance of their students because the subgroups show the strengths and weakness of the activities and properties of their courses with respect to the students’ marks.
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