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Abstract. The search of emerging patterns pursues the description of
a problem through the obtaining of trends in the time, or characterisa-
tion of differences between classes or group of variables. This contribution
presents an application to a real-world problem related to the photovoltaic
technology through the algorithm EvAEP. Specifically, the algorithm is
an evolutionary fuzzy system for emerging pattern mining applied to a
problem of concentrating photovoltaic technology which is focused on the
generation of electricity reducing the associated costs. Emerging patterns
have discovered relevant information for the experts when the maximum
power is reached for the cells of concentrating photovoltaic.

Keywords: Emerging pattern mining · Concentrating photovoltaics ·
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1 Introduction

In data mining process there are two inductions clearly differentiated, predic-
tive and descriptive induction. However, the last years there has been a great
interest in the community about supervised descriptive rule discovery [18]. Lat-
ter includes a group of techniques for describing a problem through supervised
learning such as subgroup discovery [4,14] or emerging pattern mining (EPM)
[9], amongst others.

This contribution presents the application of the EPM technique to a real-
world problem. The main objective of this data mining technique is to search for
patterns with the ability to find large differences between datasets or classes. This
property has led to the use of EPM in predictive induction with good results but
not in descriptive induction although they were defined for this purpose. Specifi-
cally, the EPM algorithm employed in this contribution is the EvAEP algorithm
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which is an evolutionary fuzzy system (EFS) [13]. These systems are based on
evolutionary algorithms [11] which offer advantages in knowledge extraction and
in rule induction process. In addition, they use fuzzy logic [23] with the use of
fuzzy sets with linguistic labels in order to represent the knowledge allowing to
obtain representation of the information very close to the human reasoning [16].

The algorithm is applied to a Concentrating Photovoltaic (CPV) problem
which is an alternative to the conventional Photovoltaic for the electric gen-
eration. CPV technology is based on using concentrated sunlight to produce
electricity in a cheaper way by means of high efficiency multi-junction solar
cells, specifically designed for this type of technology. The efficiency of this type
of solar cells has experienced a fast evolution in the last decade and it has a
very strong potential of increasing along next years. Despite of these expecta-
tions, several obstacles to develop CPV technology currently still remain, as the
lack of CPV normalisation and standardisation, the lack of knowledge of the
influence of the meteorological parameters on the performance of high efficiency
multijunction solar cells. Therefore it is necessary to deepen in the study and
knowledge of CPV technology. Results obtained in this contribution are very
promising when maximum power is obtained by cells analysed.

The paper is organised as follows: Sect. 2 describes the background of the
contribution with the presentation of EPM and CPV. Next, Sect. 3 shows the
main properties and features of the algorithm EvAEP that is the first EFS
for extracting EPs throughout the literature. Section 4 outlines the experimen-
tal framework, shows the results obtained, and an analysis about these results.
Finally, some concluding remarks are outlined.

2 Background

2.1 Emerging Pattern Mining

The EPM was defined in 1999 [8] as itemsets whose support increase significantly
from one dataset to another in order to discover trends in data. In this way, an
itemset is considered as emerging when the growth rate (GR) is upper than
one, i.e.:

GR(x) =

⎧
⎪⎨

⎪⎩

0, IF SuppD1(x) = SuppD2(x) = 0,
∞, IF SuppD2(x) = 0 ∧ SuppD1(x) �= 0,

SuppD1 (x)

SuppD2 (x)
, another case

(1)

where SuppD1(x) is the support for the pattern x in the first dataset and
SuppD2(x) is the support with respect to the second dataset, i.e. SuppD1(x) =
countD1 (x)

|D1| and SuppD2(x) = countD2 (x)

|D2| . This concept could be generalised for
one dataset with different classes, for example, D1 ≡ Class and D2 ≡ Class.

The most representative algorithm is DeEPs [19] which is based on the bor-
ders concept. A border is a pair of minimal and maximal patterns < L,R > in
order to represent all patterns within this border. As can be intuited the search
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space could become huge considering a complex problem. Therefore, authors
have used different heuristics and techniques in order to reduce the search space
and obtaining better results.

To facilitate to the experts and the community the analysis of the knowledge
extracted, this is represented through the use of rules (R) with the following
representation:

R : Cond → Class

where Cond is commonly a conjunction of attribute-value pairs as definitions
mention, and Class is the analysed value for the class, i.e. the class with a high
support in front of the remaining classes for the dataset.

2.2 CPV Technology

Photovoltaic technology has experienced a major boost because it is a method
of generating electrical power by converting solar radiation into direct current
electricity using solar panels composed of a number of solar cells containing a
semiconductor material. A variant of this technology is the CPV which is based
on using concentrated sunlight to produce electricity in a cheaper way by means
of high efficiency multi-junction solar cells, specifically designed for this type
of technology. The efficiency of this type of solar cells has experienced a fast
evolution1. In addition, CPV technology needs to use solar trackers, allowing an
important increment of the energy generated by the system with a lower cost.
Despite of these expectations, several significant obstacles to the development of
CPV technology currently still remain:

– The lack of CPV normalisation and standardisation.
– The complexity and variety of solar cells.
– The lack of knowledge of the influence of meteorological parameters on the

performance of high efficiency multi-junction solar cells. In fact, in real projects
the productivity of this type of technology has been below expectations.

– The lack of detailed experimental and operational data about real outdoor
performance.

– The development of complex regression models for performance.

The most interesting parameter to analyse is the Maximum Module Power
(Pm). For each kind of solar cell, the manufacturer measures the CPV module
under certain atmospheric conditions (called Standard Test Conditions, STC)
and provides the Pm,STC . Nevertheless, in a real operation these conditions are
not satisfied and the performance of the CPV module can be very different from
that indicated by the manufacturer. It is known that Pm is highly influenced
by atmospheric conditions, but it is necessary to know what happens with the
combination of real atmospheric conditions. This knowledge can be very useful
for predicting energy production in a certain period of time.

1 http://www.nrel.gov/ncpv/images/efficiency chart.jpg.

http://www.nrel.gov/ncpv/images/efficiency_chart.jpg
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The DNI is considered as the main atmospheric parameter which influences
the outdoor electric performance of a CPV module. Using the DNI as the inte-
gration value along the whole wavelength range for a specific photovoltaic device
is a common practice. Nevertheless, we can consider the DNI value for each
wavelength value, obtaining the solar spectrum distribution. As has been widely
demonstrated, the DNI, as well as its spectral distribution, have an impor-
tant influence on the electric performance of multi-junction solar cells. It is well
known that the multi-junction solar cells temperature affect to their electric per-
formance. In this sense, the temperature has an almost negligible positive effect
on the short circuit current delivered by the multi-junction solar cell, and a neg-
ative predominant effect on both the open circuit voltage and PM [12,17]. The
same behaviour is observed when analysing the impact of the temperature (TA)
on the electric performance of CPV modules equipped with multi-junction solar
cells [21]. However, the own disposition of the multi-junction solar cells inside the
CPV module makes it very difficult to measure their temperature. In this work,
TA is considered as influential factor, given a direct relation between cell temper-
ature and TA [1,2]. The consideration of the wind (WS) as one of the influential
factors whose contribution must be added to the study because it can perform a
positive refrigerating effect on the electric performance of a CPV system, cooling
the multi-junction solar cells which compose the module down, and obtaining
therefore a better behaviour [7]. However, high WS values can also exert a neg-
ative effect of misalignment on the tracker [20], displacing the multi-junction
solar cells from their optimum arrangement in the solar beam direct trajectory.
Finally, for this contribution have been considered the incident global irradiance
(G) and the spectral irradiance distribution of G described through the average
photon energy (APE) and the spectral machine radio (SMR). Both parameters
intend to define the shape of the solar spectrum in an easy way. The use of
one or the other depends of the monitorised parameter during the experimental
campaign.

3 EvAEP: Evolutionary Algorithm for Extracting
Emerging Patterns

This section describes the algorithm Evolutionary Algorithm for extracting
Emerging Patterns (EvAEP) presented in [6]. This algorithm is able to extract
emerging fuzzy patterns in order to describe a problem from supervised learning.
The main objective of the EvAEP is the extraction of an undetermined num-
ber of rules to describe information with respect to an interest property for the
experts. It is important to note that a target variable is able to have different
values or classes, in this way the algorithm obtain patterns for all values of the
target variable because it is executed once for each value.

The algorithm is an EFS [13] that is a well-known hybridisation between
a fuzzy system [23] and a learning process based on evolutionary computa-
tion [10]. EvAEP employs an evolutionary algorithm with a codification “Chro-
mosome = Rule” where only the antecedent part of the rule is represented, and
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the antecedent is composed by a conjunction of pairs variable-value. Figure 1
represents the phenotype and genotype for a chromosome = rule in the EvAEP
algorithm. As can be observed, the value 0 represents the absence of a variable
in the representation of a rule.

epytonehPepytoneG
x1 x2 x3 x4 ⇒ IF (x1 = 3) AND (x3 = 1) THEN (xObj = V alorObjetivo)
3 ∅ 1 ∅

Fig. 1. Representation of a chromosome = rule for the EvAEP algorithm

On the other hand, if the variable has a continuous range, the algorithm
employs a fuzzy representation with fuzzy sets composed by linguistic labels
defined with uniform triangles forms.

The algorithm uses a mono-objective approach with an iterative rule learning
(IRL) [22] which is executed once for each value of the target variable, i.e., for
each class the best individuals are obtained in an iterative process. In this way,
the algorithm iterates in order to obtain emerging patterns until a non-emerging
pattern is obtained. Moreover, the algorithm stops if all instances for the class
are covered for the patterns obtained previously or a pattern with null support
is obtained.

The main operation scheme for the EvAEP algorithm is shown in Fig. 2.
The main elements of the algorithm are described in the following

subsections.

BEGIN
Set of Emerging Patterns = ∅
repeat

repeat
Generate P(0)
Evaluate P(0)
repeat

Include the best individual in P(nGen+1)
Complete P(nGen+1): Cross and Mutation for individuals of P(nGen)
Evaluate P(nGen+1)
nGen ← nGen + 1

until Number of evaluations is reached
Obtain the best rule (R)
Emerging Patterns ∪ R
Marks examples covered by R

until (GrowthRate(R) ≤ 1) OR (R has null support) OR (R not cover new ex-
amples)

until Class = ∅
return Emerging Patterns
END

Fig. 2. Operation scheme for EvAEP
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3.1 Biased Initialisation

EvAEP generates an initial population (P0) with a size determined through
external parameter. The objective of this function is to create a part of the indi-
viduals with a maximum percentage of variables being part of the rule. Specifi-
cally, the algorithm creates a population with 50 % of the individuals generated
in a random way completely, and the remaining individuals of the population
must have at least one variable with a value and a maximum number of variables
(80 %) with values.

This operator allows the obtaining of a first population with a wide generali-
sation in order to explore the major area in the search space. In the evolutionary
process the main idea is to maximise precision of the rules.

3.2 Genetic Operators

The population of the next generation is generated through some genetic opera-
tors widely used throughout the literature. The algorithm employs an elitism size
equal to one, in this way the best individual is saved directly in the population
of the next generation. The best individual is measured through an aggregation
function such as:

NSup(R) ∗ 0.5 + Fitness(R) ∗ 0.5 (2)

where NSup(R) is the number of examples covered for the rule R non-covered
for the previous patterns obtained, divided by the number of remaining examples
to cover for the class. The Fitness is detailed in the following section. In case
of tie, the individual with less number of variables is considered as the winner.

On the other hand, the algorithm employs the operator multi-cross point
operator [15] and a biased mutation introduced in one algorithm of subgroup
discovery [3].

3.3 Fitness Function

It is the key concept of the algorithm because the main objective is to search
for emerging patterns with high values in confidence and precision, with the
maximum generalisation possible, and finally, an interesting gain of accuracy for
the community. The fitness employed by EvAEP is defined below:

Fitness(R) =
√
TPr ∗ TNr (3)

where a geometric average for an individual is used in order to maximise the
precision in the class and non-class in a balance way. The first component (TPr)
is known as True Positive rate or sensitivity and it measures the percentage of
examples correctly classified for the class, and the second (TNr) is known as
True Negative rate where the measurement of examples non-covered correctly is
considered.
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4 Experimental Study

The data were obtained from one model of CPV modules, whose main char-
acteristics are solar cells type Multijunction − GaInP/Ga(In)As/Ge with
25 solar cells and a concentration factor of 550. The measures were acquired
at the rooftop of the Higher Polytechnical School of Jaén during the period
between March 2013 and November 2013, forming a whole dataset composed
of 8780 samples. The characteristics of data collected, recorded every 5 min, are
shown in Table 1. In summary, this system is able to simultaneously measure Pm

of the CPV modules and the outdoor atmospheric conditions that influence the
performance of the module.

Table 1. Characteristics of data collected by the Automatic Test & Measurement
System

Variable Name Range Unit

DNI Direct normal irradiance [600, 1040] W/m2

TA Ambient temperature [6, 44] ◦C

WS Wind speed [0, 25] m/s

G Incident global irradiance [650, 1370] W/m2

APE Spectral irradiance distribution of G, described
through average photon energy

[1.72, 2.28]

SMR Spectral irradiance distribution of G, described
through spectral machine radio

[0.65, 1.25]

It is important to remark that the experimentation process is performed
through a separation between training and test dataset. In this case, we use
80 % (training) of the whole dataset to calculate the EPs. Otherwise, 20 % (test)
of the whole dataset was used to validate the descriptive capacity of the proposed
model.

For the type of solar module under study (Fig. 3), Pm values under 64.5 W
are not significant, and the samples of the dataset with these values have been
removed. Pm values have been discretised in three different intervals according
to the Pm,STC provided by the manufacturer for this kind of module (150 W)
and the expert criteria. These intervals are depicted in Table 2, where Pm range
are the values of the intervals defined on Pm (in W) and % Pm range is the
percentage with respect to the maximum power established by the manufacturer
(150W). In addition, the percentage of instances for each values is shown.

The results obtained by the algorithm EvAEP have been summarised in
Table 3 where the rule (R) and its quality measures GR, TPr and FPr are
shown. As we have mentioned previously, the GR is the growth rate of the rule,
TPr is the true positive rate and FPr is the false positive rate that measures
the ratio between the examples covered incorrectly and the number of examples
for the non-class.
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Fig. 3. Solar tracker at High Technical School of the University of Jaen

Table 2. Intervals defined by experts for Pm variable

Interval Pm range % Pm range % of instances

2 [64.5, 93] (43 %, 62 %] 20 %

3 (93, 121.5] (62 %, 81 %] 68 %

4 (121.5, 150] (81 %, 100 %] 12 %

Table 3. Results obtained in Concentrating Photovoltaic Module dataset

Rule GR TPr FPr

R1: IF DNI = Very Low THEN Pm = 2 5.30 0.524 0.098

R2: IF DNI = Low THEN Pm = 2 75.89 0.362 0.004

R3: IF G= Medium THEN Pm = 3 1.35 0.889 0.656

R4: IF APE = Low THEN Pm = 3 1.05 0.993 0.942

R5: IF DNI = Medium THEN Pm = 3 4.33 0.397 0.091

R6: IF DNI = High AND APE = Low AND
TA = Medium AND Ws = Medium THEN Pm = 4

3.87 0.037 0.009

R7: IF DNI = High AND APE = Low THEN Pm = 4 9.92 0.134 0.013

R8: IF APE = Low AND TA = Low AND WS = Medium
AND SMR= High AND G= High THEN Pm = 4

31.00 0.033 0.001

R9: IF APE = Low AND TA = Low AND WS = Low
AND SMR= High AND G= High THEN Pm = 4

5.81 0.025 0.004

R10: IF APE = Low AND TA = Very Low AND
SMR= High THEN Pm = 4

21.31 0.046 0.002
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As can be observed in the results obtained in this contribution could be
performed different analysis conditioned to the power analysed:

– Low power: For this class are obtained the rules with the highest GR. In
addition, the rules extracted have a good balance between TPr and FPr
where the number of examples covered are in almost all cases of the class
analysed.

– Medium power: In this class there is an emerging pattern that should be
discarded, the rule 4 because is very general and the ratio between TPr and
FPr is very similar and close to the 100 %, i.e. this rule covers all examples
for the dataset both positive and negatives examples in the same ratio. On
the other hand, rule 3 and 5 continue the tendency of the analysis where a
major value for DNI is synonyms of major power.

– High power: For this class are obtained very specific rules but with good values
in GR and relationships between TPr and FPr. As can be observed, all rules
have a low value for APE which is a very interesting value, however it is
important to note that this value is combined with a high value for DNI or
SMR, rules 6, 7 or 8, 9, 10, respectively.

In general, a direct relationship between DNI and the Pm can be observed in
the study. This assumption confirms the results obtained in a previous analysis
performed through subgroup discovery [14] in the paper [5].

5 Conclusions

The CPV technology has been analysed from a new point of view in this contri-
bution, the EPM data mining technique which is a descriptive induction based
on supervised learning. The analysis has been performed through the EFS called
EvAEP.

Results obtained in this study confirm the possible relationships between
atmospheric variables and Pm suspected by CPV experts, as well as some
new knowledge. The knowledge extracted on interval of Pm = [43 %, 62 %] and
Pm = (62 %, 81 %] confirm the existing relations between DNI and Pm. How-
ever, there is a new interest obtained when the Pm is maximum because there is
a relation in all rules, the values for APE which belongs to the linguistic label
Low. In this way, there is an interesting further analysis with respect to the
influence of this variable in the performance of the CPV module with maximum
Pm and low values for APE.
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