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Abstract
Background: Emerging pattern mining is a data mining task that extracts rules
describing discriminative relationships amongst variables. These rules should be
understandable for the experts. Comprehensibility of a rule is traditionally determined
by several objectives, which can be calculated by different measures. In this way,
multi-objective evolutionary algorithms are suitable for this task. Currently, the growing
amount of data makes traditional data mining tasks unable to process them in a
reasonable time. These huge amounts of data make even more interesting the
extraction of rules that can easily describe the underlying phenomena of this big data.
So far there is only one algorithm for emerging pattern mining developed based on
multi-objective evolutionary algorithms for big data, the BD-EFEP algorithm. The
influence of the selection of different quality measures as objectives in the search
process is analysed in this paper.

Results: The results show that the use of the combination based on Jaccard index and
false positive rate is the one with the best trade-off for descriptive induction of
emerging patterns.

Conclusions: It is recommended the use of this combination of quality measure as
optimisation objectives in future multi-objective evolutionary algorithm developments
for emerging pattern mining focused in big data.

Keywords: Evolutionary algorithms, Fuzzy systems, Big data, Emerging pattern mining

Introduction
The amount of information generated everyday has suffered an exponential growth since
the last decades. Nowadays, it is estimated that the Internet generates almost 57 TB of
traffic in one second: 8000 tweets are posted, almost 900 Instagram pictures are uploaded,
more than 2.5 million emails are sent, etc. [1]. These huge amount of data is commonly
called big data [2]. Big data is not only related to the amount of data but is also related to
the variety of sources where these data come from and the arrival velocity into the system.
This amount of data should be analysed for the extraction of valuable knowledge that can
ease the decision making processes. However, the extraction of knowledge within these
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huge amounts of data is not possible by means of traditional data mining techniques. One
of the most popular frameworks to deal with big data is MapReduce [3, 4], where its open
source implementations Hadoop [5] and Spark [6] are the most popular ones. MapReduce
consists in a distributed processing system using a divide-and-conquer approach.
The emerging pattern mining (EPM) [7, 8] is a data mining task within the supervised

descriptive rule discovery (SDRD) framework [9] whose main aim is the description of
discriminative characteristics, i.e., the values of the variables in data, amongst classes of
a dataset or the description of emerging phenomena in data that arrives continuously to
the system. The knowledge extracted is usually represented by means of rules. These are
usually useful for the experts when they are understandable for them. In fact, the com-
prehensibility of these rules is even more important in big data environments, because of
the relevance of the understanding of the underlying phenomena in such a complex envi-
ronment. The EPM task has been successfully applied in several fields such as chemistry
[10, 11], medicine [12, 13], tourism management [14], photovoltaic technology [15],
among others [16].
The comprehensibility of a rule is a subjective measure that depends on the expert

and the problem analysed. However, a rule within a SDRD task such as EPM is deter-
mined as comprehensible if it covers a huge amount of positive examples, it is reliable
and the knowledge described is not obvious for the expert, i.e., it is interesting [9].
As it is a multi-objective problem, one of the most relevant algorithms developed
within the EPM task focused on the extracion of knowledge within big data environ-
ments is a multi-objective evolutionary algorithim called BD-EFEP [17]. This method,
developed for the Spark framework, can extract relevant and quality knowledge within
a reasonable amount of time. Nevertheless, the set of quality measures selected as
optimisation objectives within the evolutionary process has a significant effect on the
quality of the results extracted as they are used to guide the search in the evolutionary
process.
In this paper, a study about the behaviour of different combinations of quality measures

used as optimisation objectives in the BD-EFEP algorithm for a set of big data problems
is presented. For this purpose, the paper is organised as follows. First, a brief description
of the main concepts presented in this paper is presented in the “Background” section.
Next, the methodology used to achieve this objective and the experimental framework
are outlined. After that, the results extracted and an analysis of them are shown. Finally,
the conclusions of this work are presented.

Background
A brief description of the main concepts introduced in this paper is presented in this
section. Firstly, the EPM task is described. Secondly, a summary of quality measures clas-
sified by themain objectives of EPMmodels is depicted. Finally, theMapReduce paradigm
and the main algorithms developed for EPM under this approach are briefly outlined.

Emerging pattern mining

EPM is a data mining task for searching patterns whose support significantly differs
between two classes or databases [7, 8]. A pattern is considered as emerging if and only if
its growth rate (GR) is larger than a given threshold ρ > 1. The GR measure is defined as
in Eq. 1.
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GR(x) =

⎧
⎪⎨

⎪⎩

0, IF SupD1(x) = SupD2(x) = 0,
∞, IF SupD1(x) �= 0 ∧ SupD2(x) = 0,

SupD1 (x)
SupD2 (x) , another case

(1)

where SupDi(x) is the support of the pattern x in dataset i (Di).
Themain objectives of EPM are the discovery of significant differences amongst classes,

emerging trends throughout time or the detection of differences amongst variables. This
work is mainly focused on the former objective. Patterns that are able to correctly describe
the underlying phenomena in data are searched.
These patterns can be represented as rules in the form [18]:

R : Cond → Class (2)

where Cond is the antecedent part of the rule and Class is the consequent part of the rule
that represents the variable of interest.
There are several algorithms developed for EPM throughout the literature. These can be

classified according to the approach used tomine the emerging patterns (EPs). A complete
review of these approaches can be found in [8]. Nevertheless, the majority of the algo-
rithms developed along the literature has been focused on classification purposes. These
models are usually very hard to understand because they tend to extract a high number
of rules with a high number of variables in order to obtain the maximum classification
accuracy.
Actually, the objective of classification tasks is the prediction of the value of a variable

of interest on unseen instances. In this way, rules present dependencies between them in
order to perform a proper classification. As an example, one of the most popular classi-
fication methods for EPM models is CAEP [19]. This method performs a prediction on
a new example by means of an aggregation of the supports of all the rules that match (or
cover) the example. A rule covers an example if the antecedent of the rule matches the
example. After that, it assigns the label of the most supported class. Therefore, it can be
observed that all the rules that covers the new instance take part in the prediction pro-
cess. So the underlying phenomena that define the behaviour of the dataset is not clearly
defined because there are several rules participating in the classification process. How-
ever, EPM tries to describe the emerging behaviour or the discriminative characteristics,
so rules can be analysed as independent pieces of knowledge by the expert. In this way,
knowledge extracted in EPM should be simple, in terms of low number of variables, with
high coverage of the positive class and low error rate. Nevertheless, it is important to
remark that it is not necessary to find rules with zero error; rules with low error rate but
simpler are desirable as the expert is finding an easy description.

Quality measures used for the description of the objectives

EPM is a descriptive data mining task for finding discriminative rules that correctly
describes the underlying phenomena in data. In addition, these rules should be easily
comprehensible and interesting for the expert. These characteristics allow us to define
several objectives that the rule models extracted in EPM should have [8, 18]:

• Generality. A rule is more general when the number of covered examples is
increased. In this way, more general rules allow the extraction of a more
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comprehensible knowledge, because of the use of less rules to cover the space. So
more general rules are desirable.

• Interest. The generality of these rules does not imply that the knowledge extracted
should be obvious for the expert. In fact, the expert uses data mining in order to
extract new relevant, useful knowledge. The relevance could be the description of an
unusual, emerging or discriminative behaviour. In this way, the extraction of novel
rules is key.

• Reliability. The main objective of EPM is the extraction of rules that correctly
describes the discriminating characteristics of the different classes of the problem. If
the problem is not correctly described then the cost could be high. So the knowledge
extracted should be as accurate as possible.

• Comprehensibility. The extraction of knowledge that is simple is key in an EPM
model. A simple model allows a better learning and use of the knowledge in the
decision making process performed by the expert. Therefore, it is important to
remark that it is not necessary the extraction of rules with the maximum accuracy;
rules with good one but much simpler are preferred.

These objectives are normally used when experts are not available for the determination
of the quality of a rule set. These objectives can be calculated by means of different quality
measures developed throughout the literature. The majority of these measures are related
to some statistical properties regarding to the coverage of the extracted rule. A rule covers
an example if the antecedent of the rule matches the example. In addition, the example is
correctly covered by the rule if its consequent part matches the class of the example. This
measures can be computed by means of a contingency table as depicted in Table 1.
Table 1 presents the contingency table of a rule where p is the number of correctly

covered examples, n is the number of incorrectly covered examples, p is the number
of incorrectly non-covered examples, and n is the number of correctly non-covered
examples.
As mentioned previously, there are several objectives that should be accomplished in

order to extract high quality EPM rule models. Following the results presented in [20],
where a set of quality measures were analysed in order to determine their correlation,
the results of the study showed that the analysed quality measures present a low average
correlation amongst them. According to this study, and the studies presented in [8, 18]
the most interesting quality measures for EPM are depicted below:

• Measures for generality. They try to determine the generality of the rule. The most
used measures are:

– True Positive Rate (TPR). It computes the ratio of correctly covered examples
with respect to the total amount of positive examples. It is calculated as [21]:

TPR(R) = p
p + p

(3)

Table 1 Contingency table of a rule

Predicted condition

True condition Positive Negative

Positive p = tp p = fn

Negative n = fp n = tn
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– Support Difference (SupDiff). It measures the difference between the TPR and
the ratio of examples incorrectly covered. It is computed as [22]:

SupDiff (R) = p
p + p

− n
n + n

(4)

• Measures for interest. These measures try to determine the relevance of a rule for the
expert. The most used are:

– Weighted Relative Accuracy (WRAcc). It estimates the trade-off between the
generality of the rule and its accuracy gain. It is calculated as [18]:

WRAcc(R) = p + n
p + n + n + p

(
p

p + n
− p + p

p + n + n + p

)

(5)

– Jaccard index (Jac). It calculates the similitude between two datasets. In this
case they are the set of positive examples and the set of examples covered by
the rule. It is measured as [23]:

Jac(R) = p
p + p + n

(6)

• Measures for reliability. These measures attempt to determine the accuracy of the
rule. The most used are described below.

– Growth Rate (GR). It is the measure that defines an EP. It measure the ratio of
the supports of one class with respect to the remaining. It is computed as [7]:

GR(R) =

⎧
⎪⎨

⎪⎩

0, IF p
p+p = n

n+n = 0,
∞, IF p

p+p �= 0 ∧ n
n+n = 0,

p(n+n)
n(p+p) , another case

(7)

– Confidence (Conf). It defines the ratio of the predictive capacity of the rule for
the positive class with respect to the examples it covers. It is computed as [24]:

Conf (R) = p
p + n

(8)

– False Positive Rate (FPR). It determines the percentage of incorrectly covered
examples with respect to the total amount of negative examples. This measure
should be minimised in order to extract reliable rules. It is computed as [25]:

FPR(R) = n
n + n

(9)

– Geometric mean TPR-TNR (G-mean). It quantifies the trade-off between the
accuracy of a rule with respect to positive and negative examples as the
product of the TPR and the true negative rate (TNR). It is calculated as [26]:

G − mean(R) =
√

p
p + p

· n
n + n

(10)

• Measures for comprehensibility. These measures quantify the simplicity of the rule
set extracted. The most used are:

– Number of rules (nr). It quantifies the number of rules extracted. A simple
model has a low number of rules.

– Number of variables (nv). It measures the average number of variables that
each rule contains.
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Although the measures presented have been classified within a single objective, some
measures have a hybrid behaviour, i.e., they can catch elements of more than one objec-
tive. The measures presented together the objectives they can calculate are shown in
Table 2 highlighted with a X.

Big data in emerging pattern mining

One of the main issues related to EPM is the complexity of the extraction of the EPs.
It is exponential with respect to the number of variables of the problem [27]. Through-
out the literature, researchers focused their efforts in the development of restrictions
which allow the extraction of subsets of high quality EPs. In addition, methods has been
developed to efficiently extract EPs from these subgroups [8], where the use of evolu-
tionary algorithms is highlighted in the recent years due to the descriptive quality of the
extracted patterns [15, 17]. Nevertheless, it is necessary the development of more efficient
approaches because of the huge amounts of data generated everyday. Nowadays, the most
popular paradigm to deal with huge amounts of data is MapReduce [4, 28, 29]. It is based
on the divide-and-conquer programming paradigm and it allows an easy parallel execu-
tion throughout several machines. Actually, the mechanisms that allow the parallelism
are transparent to the developer.
MapReduce contains two main phases:

• Map phase: The master node of a cluster of computers creates a partition of the data.
Each chunk of data is sent to a worker node of the cluster. Then, each node compute
a result with respect to the data it owns. This result is sent to the master node when
the work is finished.

• Reduce phase: The master node collects all the results from the worker nodes, it
combines them, and it returns the final result of the problem to the expert.

One of the most popular frameworks implementing MapReduce is Spark [6]. Spark is a
high-efficiency computing framework for the processing of massive amounts of data. Its
popularity is due to the intensive use of main memory which is very efficient on iterative
algorithms.
There development of evolutionary algorithms for Big Data is a challenge because of

its complexity. Nowadays, there are several efforts for the development of evolutionary
algorithms in several data mining tasks [30–33]. To the best of our knowledge, the devel-
oped algorithms are EvAEFP-Spark [34] and BD-EFEP [17]. Both methods use a global

Table 2 Classification of the most important quality measures for emerging pattern mining

Quality measure Comprehensibility Generality Reliability Interest

TPR (3) True positive rate X

SupDiff (4) Support difference X X

WRAcc (5) Weighted relative accuracy X X X

Jac (6) Jacard index X X X

GR (7) Growth rate X

Conf (8) Confidence X

FPR (9) False positive rate X

G − mean (10) Geometric mean TPR-TNR X X

nr Number of rules X

nv Number of variables X
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MapReduce approach which allows the extraction of the same results regardless the num-
ber of partitions used. A general schema of the approach of both methods is presented
in Fig. 1. MapReduce is used on the evaluation of individuals. As previously mentioned,
the measures used in the evaluation of the individuals can be calculated by means of a
contingency table. In the map phase, for each individual, a contingency table is calculated
on each worker node with the data it owns. The reduce phase joins these tables in order
to get the final one for each individual. Finally, the objective measures are calculated by
means of this contingency table.
The main features of both methods are depicted below:

• EvAEFP-Spark is based on a mono-objective evolutionary algorithm. It uses a
“chromosome = rule” representation where only the antecedent part of the rule is
represented, so only rules for one class are extracted on a single execution. It follows
an iterative rule learning (IRL) approach [35] where only the best rule is returned at
the end of the evolutionary process. After that, if the stopping criteria is not fulfilled,
the evolutionary process is started again in order to find another rule. The algorithm
stops when the rule extracted by the evolutionary process is not an EP or it does not
cover examples not covered by the previously extracted rules.

• BD-EFEP is a multi-objective evolutionary algorithm (MOEA) based on the NSGA-II
approach following a competitive-cooperative approach [36]. In this approach, the
individuals compete with each other by means of a token competition operator [37].
They cooperate by means of the genetic operators. In addition, it uses a
“chromosome = rule” representation where the whole rule is represented, which
leads to the extraction of rules for all classes in a single execution.

Fig. 1 MapReduce. MapReduce schema of both BD-EFEP and EvAEFP-Spark algorithms. From left to rigth,
the driver runs the evolutionary process until the evaluation of the individuals, where a MapReduce job is
triggered. Next, the driver sends the population to each worker node within the map phase, where a
contingency table is calculated for each individual with respect to the data in that worker. Finally, the reduce
phase joins all these tables to obtain the final contingency table of each individual
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Methods
This section presents the methods and the experimental framework used to carry out the
experimental study. The main aim is the determination of the most suitable combination
of quality measures for the extraction of comprehensible EPM rules by means of a MOEA
algorithm in big data environments.

Initial hypotheses

Asmentioned before, EPM needs the optimisation of several objectives in order to extract
a set of rules with high discriminative power and easily comprehensible by the expert.
Nevertheless, some of these objectives are conflicting. As an example, the extraction of a
more general rule normally decreases its reliability [38]. Due to the conflicting nature of
these objectives, a multi-objective optimisation algorithm is well-suited for the extraction
of EPs with a good trade-off amongst the objectives.
To the best of our knowledge, there is only one algorithm developed so far based on

multi-objective optimisation in EPM for Big Data environments: the BD-EFEP algorithm
[17]. It has been demonstrated that the performance of a MOEA algorithm decreases
when the number of optimisation objectives is greater than two [39]. Therefore, in order
to avoid the loss of performance in BD-EFEP it is necessary the use of hybrid measures
that can bind these objectives together. It is important to remark that the measures used
must reflect a conflicting nature to maximise the performance of the algorithm.
Following these antecedents, the initial hypothesis of this work focuses on two aspects.

On the one hand, we question whether the conflicting nature of the objectives used in
EPM is more evident within big data environments, making multi-objective optimisation
necessary. On the other hand, we consider determining which of those quality measures
better represents the objectives of EPM without degrading the performance of the BD-
EFEP algorithm.

Datasets

The study is carried out using a set of 6 well-known large-scale real datasets from the UCI
reprository [40]. These datasets follow the ARFF file format of WEKA [41], where the
range of instances is up to eleven million instances. The number of variables is low. How-
ever, the dimension of datasets employed is enough to be addressed by big data methods.
Moreover, the applications of the datasets employed belong to different areas such as the
determination of the income according to census data in census, network attacks in Kdd-
cup, epidemiological cancer in rlcp and particle physics in Susy, higgs and hepmass. In this
study, datasets were splitted by means of a five-fold cross-validation scheme.
The properties of these datasets are presented in Table 3, where the number of examples

(# Instances), the number of variables (# Variables), separated in real, integer and nominal
(R/I/N), the size of the datasets in gigabytes (GB), and the number of classes (# Classes)
are shown.

Algorithms and parameters

To the best of our knowledge, there are two algorithms for the extraction of EPs within
big data environments, the EvAEFP-Spark [34] and the BD-EFEP [17] algorithms. In this
study, only the results of BD-EFEP are analysed. EPM is a many objective problem and
the use of a mono-objective algorithm such as EvAEFP-Spark can limit the conclusions
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Table 3 Properties of the datasets used in the experiments

Name # Instances # Variables (R/I/N) Size (GB) # Classes

census 299284 41 (1/12/28) 0.151 2

kddcup 494020 41 (26/0/15) 0.049 23

rlcp 5749132 11 (11/0/0) 0.452 2

susy 5000000 18 (18/0/0) 1.503 2

higgs 11000000 28 (28/0/0) 4.772 2

hepmass 10500000 29 (29/0/0) 4.886 2

extracted in this work. In addition, the EvAEFP-Spark algorithm is not able to extract
results on the hepmass and higgs datasets within 24 hours. The parameters used for BD-
EFEP are the ones proposed by the authors. In particular, the parameters are: number of
labels = 3; number of evaluation = 10000; population length = 51; crossover probability
= 0.6 and mutation probability = 0.1.

Rule selection

Traditionally, MOEA algorithms return a set of non-dominated solutions which is called
the Pareto front. In EPM, the objective is to find a set of rules able to describe the dis-
criminative characteristics between the classes. Each rule in EPM is an individual piece
of knowledge. Therefore, the selection criterion for the final set of rules presented to the
expert is the extraction of the whole Pareto front. This allow the expert to give them the
choice, according to their objectives and their experience, of the most important ones.

Quality measures analysed

It is necessary to distinguish between the quality measures used as search objectives in
the BD-EFEP algorithm and the quality measures employed for the analysis of the rules
extracted by them. In this way, we can use all the measures previously presented as a
search objective. Nevertheless,according to [39], the use of more than two optimisation
objectives decrease the performance of this kind of methods. Therefore, only combi-
nations of two quality measures as optimisation objectives are used. Additionally, the
optimisation objectives should be able to cover all EPM objectives and should be conflict-
ing among them in order to achieve the best performance. Following these premisses, 8
combinations have been analysed:

• Jac and TPR.
• G-mean and Jac.
• Jac and FPR.
• G-mean and WRAcc.
• Jac and WRAcc.
• SupDiff and Jac.
• TPR and FPR.
• WRAcc and SupDiff.

It is important to remark that GR was not used as optimisation objective because, as
demonstrated in [18], WRAcc is able to obtain patterns with high GR and with the best
trade-off between its generality and its reliability.
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On the other hand, the analysis of the performance of each combination of mea-
sures can be determined by means of any measure. Nevertheless, researchers usually
employ a subset of measures. In this study, the measures employed are the ones pre-
sented in [8], i.e., nr , nv, WRACC, CONF, GR, TPR and FPR as they are one of the
most relevant for the determination of the descriptive quality of emerging patterns. It
is important to remark that, although GR is the measure that define an emerging pat-
tern, this measure is not able to show us other important aspects in EPM such as the
generality of the patterns and the amount of error rate produced. Therefore, it is nec-
essary the use of other measures such as TPR, FPR for the determination of those
aspects. Moreover, nr and nv allow us the determination of the complexity of the models
extracted.

Results and discussion
The comparison of the different combinations of quality measures in order to be used as
objectives for BD-EFEP is presented in Table 4. The average results are presented on each
row. A highlighted value represents the best value for each analysed quality measure, i.e.,
the best one for each column.
Table 4 presents the average results obtained by different combinations of quality mea-

sures. Figure 2 presents the results in Table 4 in a graphical way. It is important the remark
that values in this figure were normalised in order to ease the comparison. According
to the results presented, an analysis of the quality of the rules extracted based on the
measurements proposed in [8] is presented below:

• nr . The number of rules extracted for BD-EFEP for each combination is, in general,
acceptable. Jac and TPR are highlighted as the objectives whose number of rules
extracted is the lowest. This behaviour is due to these objectives are mainly oriented
towards generality. So less rules are necessary to cover the search space.

• nv. The average number of variables is also acceptable in all the cases. The best result
is for the combination of Jac and TPR and it was justified previously.

• WRACC. For this measure, the best result is obtained by the combination Jac and
FPR. The main objective of WRACC measure is to find a trade-off between the
generality and the accuracy of the rule. In this way, Jac tries to find rules as general and
accurate as possible, while FPR tries to find the most accurate ones. This produces
the extraction of rules with a good balance between generality and reliability.

Table 4 Average results obtained by BD-EFEP with different combinations of objective measures for
emerging pattern mining

Combination nr nv WRACC CONF GR TPR FPR

Jac & TPR 11.167 2.811 0.587 0.675 0.883 0.441 0.262

G-mean & Jac 13.067 3.397 0.614 0.663 0.900 0.549 0.305

Jac & FPR 13.667 4.052 0.629 0.728 0.910 0.439 0.152

G-mean & WRAcc 15.800 3.420 0.562 0.674 0.781 0.240 0.103

Jac & WRAcc 14.467 3.041 0.539 0.674 0.780 0.258 0.133

SupDiff & Jac 14.533 3.502 0.605 0.692 0.902 0.443 0.210

TPR & FPR 13.633 3.485 0.602 0.687 0.899 0.438 0.207

WRAcc & SupDiff 15.600 3.793 0.568 0.696 0.832 0.217 0.069

The best result obtained for each quality measure analysed
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Fig. 2 Comparison of combinations. Spider chart of the different combinations of quality measures
proposed in this study. The values were normalised, where a value of 1 means the maximum value extracted
for this measure and 0 means the minimum one

• CONF. The combination of quality measures with the best results are Jac and FPR.
As mentioned before, the generality objective is less relevant than reliability in this
combination. So, rules obtained presents high levels of accuracy.

• GR. Once again, the use of Jac and FPR as objectives led to obtain the best results in
this measure. Here, the focus on reliability guarantees the extraction of rules with
high accuracy. This fact, together with the generality component of the Jac measure,
is enough for the extraction of rules which are real EPs.

• TPR and FPR. The combination of G-mean and Jac obtain the best results in TPR.
For FPR, WRACC and SuppDiff are the best. Nevertheless, it is important to remark
that in this work a trade-off between generality and reliability is searched. In this way,
it can be observed that the biggest difference between TPR and FPR is for Jac and
FPR, which means that this combination finds the best trade-off between generality
and reliability.

As can be observed, the combination of quality measures based on Jac and FPR offers
the best trade-off amongst the relevant aspects of a descriptive rule in EPM. This can be
produced because of FPR tries to only maximise precision whereas Jac tries to improve
the generality without decreasing the precision, which produces more interesting rules.
Additionally, for each of the aspects or objectives previously mentioned for EPM, it

can be observed that the combination that extracts the best results in reliability, mea-
sured as CONF, is the combination of Jac and FPR. This is due to the high reliability
component of both measures. On the other hand, the combination that extracts the best
results in generality, measured as TPR, is the one formed by G-mean and Jac. In this case,
although G-mean has both reliability and generality components, it benefits generality
over reliability. Finally, with respect to interest, measured as WRACC, there are several
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Fig. 3 Pareto front of Jaccard and FPR combination on census dataset Graphical representation of the Pareto
front extracted on census dataset for Jac and FPR combination. It is important to remark that FPR was used as
1
FPR in order to minimise the FPR

combinations very close to each other which means that they have similar behaviour.
However, the most interesting rules are extracted by the combination of Jac and FPR. This
is due to good trade-off between reliability and generality.
As mentioned before, the rules presented to the expert are the ones that belongs to the

Pareto front. In addition the rules can be presented in a chart where the Pareto front is
represented. In this way, the expert is able to choose the rules that are the most important
according to their objectives. In Fig. 3 the Pareto front for the census dataset for the Jac
and FPR combination is shown. Additionally, Fig. 4 presents the pareto for the G-mean
and Jac combination on census dataset. From these graphs it can be observed that the
Pareto fronts extracted are well-suited for the extraction of high-quality descriptive rules.

Fig. 4 Pareto front of G-mean and Jaccard combination on census dataset Graphical representation of the
Pareto front extracted on census dataset for Geometric mean and Jaccard combination
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Conclusions
This paper presents a study about the suitability of the combination of quality measures
in order to be used as objectives for a multi-objective approach for the extraction of EPs in
Big Data environments. In particular, this study presents an analysis between eight com-
binations of quality measures which presents some conflicts among them. The algorithm
used is the BD-EFEP algorithm, a multi-objective evolutionary algorithm focused in Big
Data. The study demonstrates that the selection of the objectives has a significant effect
in the final result as they are used to guid the search process. In particular, the combina-
tions formed by TPR and FPR, Geometric mean and Jaccard index, and Jaccard index and
FPR are themost suitable for the relevant aspects of descriptive rules in EPM, i.e., interest,
generality and reliability, respectively. Additionally, it is highlighted the performance of
Jaccard index and FPR as the combination with the best trade-off in these aspects. Future
works related to the extraction of EPs in Big Data are the development of new distributed
approaches focused in an efficient extraction of patterns with high values in the Jaccard
index and in FPR in order to improve the results extracted.
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